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Welcome



Prerequisites

• You are human (bots not allowed) 

• You are curious about AI and want to learn more 

• No technical knowledge required 

• No programming required 

• No maths required



Goals

• Gain a conceptual understanding of how AI “works” 

• Find out about the state of the art in AI 

• Consider the ethical issues raised by AI 

• Think critically about AI in your life and in the world 

• Help you prepare for the continuing revolution



Non-Goals

• Deep dive into technology or maths 

• Definitively answer difficult ethical or societal questions 

• Predict the future



Agenda
• My Fave AI App 

• Definitions 

• History 

• Mechanics 

• State of the Art 

• Ethics 

• The Future
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Wouldn’t it be 
cool to have a 
free quiz game 
for everyone 
powered by AI?



https://medium.com/google-cloud/quizaic-a-generative-ai-case-study-ddbd64617395


Let’s play!

https://quizaic.com


Early Prompt

Generate a {num_questions} multiple choice quiz 
questions based on category {topic}.

Generate a {num_questions} multiple choice quiz 
questions in Swedish based on category {topic}.

Generate a {num_questions} multiple choice quiz 
questions based on category {topic} in Swedish.



Current 
 Prompt

You are a trivia expert. 
Generate a set of multiple choice quiz questions. 

Category: {topic} 
Quiz difficulty level: {difficulty} 
Number of questions: {num_questions} 
Number or responses per question: {num_answers} 
Quiz language: {language} 

RULES: 
- Accuracy is critical. 
- Each question must have exactly one correct response, 
selected from the responses array. 
- Output should be limited to a json array of questions, each 
of which is an object containing quoted keys "question", 
"responses", and "correct". 
- Don't return anything other than the json document. 

OUTPUT:



•  Artificial Intelligence 

•  Machine Learning 

•  Neural Network 

•  Deep Learning 

•  Generative AI
Photo by Stefan on Unsplash

Definitions

https://unsplash.com/@stergro?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash
https://unsplash.com/photos/text-Hbw_YKfnVz0?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash


Definition:  
Artificial Intelligence

The creation of algorithms and 
systems capable of performing tasks 
that typically require human 
cognition, such as learning, 
reasoning, perception, decision-
making, and natural language 
processing.

 Photo by Andrea De Santis on Unsplash 

https://unsplash.com/@santesson89?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash
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Definition:  
Machine Learning

The use and development of 
computer systems that are able to 
learn and adapt without following 
explicit instructions, by using 
algorithms and statistical models to 
analyze and draw inferences from 
patterns in data.

 Photo by Andrea De Santis on Unsplash 

https://unsplash.com/@santesson89?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash
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Definition:  
Neural Networks

A machine learning (ML) 
technique that uses a 
network of interconnected 
layers of nodes to process 
data in a way that bears 
some resemblance to the 
human brain.

https://www.youtube.com/watch?v=aircAruvnKk


Definition:  
Deep Learning

A type of machine learning that uses 
multi-layer neural networks to train 
computers to process data and make 
human-like decisions.  Deep learning 
systems learn from large amounts of 
data, including images, text, audio, 
and video to recognize patterns, 
make predictions, and automate 
tasks. 

https://www.amazon.co.uk/Learning-Python-Second-Fran-C3-A7ois-Chollet-dp-1617296864/dp/1617296864/ref=dp_ob_title_bk


Definition:  
Generative AI

Deep-learning models 
that can generate high-
quality text, images, 
video, and other 
content based on the 
data they were trained 
on.

https://thispersondoesnotexist.com/


Artificial 
Intelligence

Machine 
Learning

Neural 
Networks

Deep 
Learning

Generative 
AI





• Founders 
• Timeline

How did we get here?
History

https://www.masswerk.at/keypunch/


Alan Turing
A Turing Machine is a theoretical construct 
that captures the essence of abstract 
symbol manipulation, i.e. computing. This 
invention inspired the founding of 
Computer Science and started the 
discussion about the possibility of thinking 
machines.

https://history.computer.org/pioneers/turing.html


The Turing Test (1950)

If a machine could carry on a 
conversation that was indistinguishable 
from a conversation with a human being, 
then it was reasonable to say that the 
machine was “thinking". This was the first 
serious proposal about how humanity 
might achieve artificial intelligence.

By Juan Alberto Sánchez Margallo - File:Test_de_Turing.jpg, CC BY 2.5

We’ll conduct our own Turing Test later!



Claude Shannon

• Invented digital computer design 

• World’s Greatest Master’s Thesis! 

• Father of Information Theory 

• Mathematical definition of 
communication 

• First appearance of the word “bit” 

• Designed the first chess computer

https://www.youtube.com/watch?v=yP-QM4hTjz0


Geoffrey Hinton

https://www.youtube.com/watch?v=N1TEjTeQeg0


Demis Hassabis

https://www.youtube.com/watch?v=Gfr50f6ZBvo


1950

Alan Turing publishes 
"Computing Machinery 
and Intelligence," 
introducing the Turing 
Test.

1836

Charles Babbage 
designs the Analytical 
Engine, an early 
mechanical general-
purpose computer.

1956

John McCarthy, Marvin 
Minsky, Nathaniel 
Rochester, and Claude 
Shannon organize the 
Dartmouth Conference, 
coining the term "Artificial 
Intelligence."

AI Development Timeline

1952

Arthur Samuel developed 
a program to play 
checkers, which is the 
first to ever learn the 
game independently.

1958

John McCarthy created LISP, 
the first programming 
language for AI research, 
which is still in popular use 
to this day.

1959

Arthur Samuel created 
the term “machine 
learning” in a speech 
about teaching machines 
to play chess better than 
the humans who 
programmed them.

http://infolab.stanford.edu/pub/voy/museum/samuel.html
https://youtu.be/aygSMgK3BEM?feature=shared&t=52


1997

IBM's Deep Blue 
defeats world 
chess champion 
Garry Kasparov.

AI Development Timeline

1972

The first AI winter 
begins as funding and 
interest decline due to 
unmet expectations. 

1974

Marvin Minsky and 
Seymour Papert publish 
Perceptrons, highlighting 
limitations in neural 
networks.

1980

The resurgence of AI 
interest due to expert 
systems like MYCIN 
(medical diagnosis) and 
DENDRAL (chemical 
analysis). 

1986

David Rumelhart, 
Geoffrey Hinton, and 
Ronald Williams publish 
the backpropagation 
algorithm, revitalizing 
neural networks.

1965

Joseph Weizenbaum created 
the first “chatterbot” (later 
shortened to chatbot), ELIZA, 
a mock psychotherapist, that 
used natural language 
processing (NLP) to converse 
with humans.

1965

Edward Feigenbaum and 
Joshua Lederberg 
created the first “expert 
system” to replicate the 
decision-making abilities 
of human experts.

https://web.njit.edu/~ronkowit/eliza.html
https://web.njit.edu/~ronkowit/eliza.html
https://web.njit.edu/~ronkowit/eliza.html
https://www.computer.org/profiles/edward-feigenbaum
https://www.computer.org/profiles/edward-feigenbaum


AI Development Timeline

2006

Geoffrey Hinton and 
colleagues publish a 
paper on deep belief 
networks, sparking 
renewed interest in 
neural networks. 

2009

Fei-Fei Li launches 
ImageNet, a large-
scale visual database 
for object recognition.

2012

AlexNet, developed by 
Alex Krizhevsky, Ilya 
Sutskever, and Geoffrey 
Hinton, wins the 
ImageNet competition. 

2011

Watson (created by IBM) 
won Jeopardy against two 
former champions in a 
televised game.

2011

Apple released Siri, 
the first popular 
virtual assistant.

2012

Jeff Dean and Andrew 
Ng at Google trained a 
neural network to 
recognize cats.

2012

3,000 leaders signed an 
open letter to the worlds’ 
government systems 
banning the use of 
autonomous weapons in war.

https://www.ibm.com/ibm/history/ibm100/us/en/icons/watson/


2015

DeepMind's AlphaGo 
defeats professional 
Go player Lee Sedol. 

2020

OpenAI releases 
GPT-3, a powerful 
language model 
with 175 billion 
parameters.

2020

DeepMind's 
AlphaFold makes 
significant progress 
in protein folding. 

AI Development Timeline

2017

Two Facebook chatbots 
converse and learn how to 
negotiate, but dropped 
English and developed 
their own language, 
completely autonomously.

2017

Google publishes 
“Attention is all you 
need”, unveiling the 
Transformer.

2022

Generative AI 
goes mainstream 
with ChatGPT

2024

Open source AI  
era begins  

2018

Chinese Alibaba beat 
humans on Stanford 
reading and 
comprehension test.



Why did everything  
change so quickly?

A perfect storm:
• Moore’s Law
• GPUs 
• Cloud computing 
• Data abundance 
• Github + Open Source 
• New & improved techniques
• Transformers

 Photo by Max LaRochelle on Unsplash 

https://en.wikipedia.org/wiki/Moore's_law
https://en.wikipedia.org/wiki/Graphics_processing_unit
https://en.wikipedia.org/wiki/Transformer_(deep_learning_architecture)
https://unsplash.com/@maxlarochelle?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash
https://unsplash.com/photos/lightning-strike-at-night-uu-Jw5SunYI?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash


Exponential Growth

https://www.desmos.com/calculator/civ9z2cs80




How does AI work?

Mechanics



Puppy vs. Muffin



Not so easy



“The brown quick fox jumps over the lazy dog.”



English Adjective Order

1. Quantity or number
2. Quality or opinion
3. Size
4. Age
5. Shape
6. Colour
7. Proper adjective
8. Purpose or qualifier



Machine learning is 
learning from rules  
*plus experience* 



- Alan Turing, 1950

“Instead of trying to produce a program to 
simulate the adult mind, why not rather try to 

produce one which simulates the child’s mind?”

This is the main idea behind Machine Learning



Paradigm Shift



Types of Machine Learning

Supervised Learning 

•labeled data 

•learn relationships 

Examples: 

•spam detection 

•image classification

Unsupervised Learning 

• unlabeled data 

• find data structure 

Examples: 

• customer segmentation 

• anomaly detection

Reinforcement Learning 

•reward based 

•find optimal strategy 

Examples: 

•game playing 

•autonomous driving



Supervised Learning Example

• 2009 - world’s most advanced computer can’t tell a cat from a dog 

• 2012 - solved by Google *but* required 16,000 computers! 

• 2015 - Microsoft, Google beat humans at image recognition 

• 2019 - AI beats Stanford radiologists in chest X-ray diagnostics competition

Cats vs. Dogs



Unsupervised Learning Example

https://www.scientificamerican.com/article/how-recommendation-algorithms-work-and-why-they-may-miss-the-mark/


https://www.music-tomorrow.com/blog/how-spotify-recommendation-system-works-a-complete-guide-2022


Reinforcement Learning Example

https://www.youtube.com/watch?v=TmPfTpjtdgg


Types of Machine Learning

Supervised Learning 

•labeled data 

•learn relationships 

Examples: 

•spam detection 

•image classification

Unsupervised Learning 

• unlabeled data 

• find data structure 

Examples: 

• customer segmentation 

• anomaly detection

Reinforcement Learning 

•reward based 

•find optimal strategy 

Examples: 

•game playing 

•autonomous driving

We’ll focus on this category



Google’s AI Awakening

https://www.nytimes.com/2016/12/14/magazine/the-great-ai-awakening.html


Neural Networks



https://teachablemachine.withgoogle.com/


Demo:  Quick, Draw

https://quickdraw.withgoogle.com/


Inside a Neural Network



Neural Network Training

• guess values 

• improve guess 

• repeat until “close enough”

https://observablehq.com/@marcacohen/visualizing-gradient-descent


https://www.youtube.com/watch?v=CsKCT5ezVdI


The MNIST Challenge

https://colab.research.google.com/github/mco-gh/DL-Workshop/blob/master/mco_mnist_lab.ipynb


What’s Happening



https://mco-mnist-draw-rwpxka3zaa-ue.a.run.app/




Use of Deep Learning at Google



Industry Adoption



Embeddings 
(The secret sauce of deep learning)



Recommending AI Books

Beginner Advanced

[-5] [5]

[-3]

[2]



Better: 2-D Coordinate System

Beginner Advanced

Technical

Conceptual

[-5, 2]

[5, 4]

[-3, -1]

[2, -2]



Even better: use N-dimensions

• Neural networks choose the dimensions for us. 

• Based on the labelled training data (think “cat” vs. 
“dog”), neural networks are able to “embed” objects 
(words, images, video, audio) into N-dimensional 
space. 

• We can represent embeddings as vectors: 

• [a0, a1, a2, …, aN]  

• Similar objects get embedded in similar locations, 

• This gives us the ability to do semantic search, i.e., find 
things that have similar meaning.



Embeddings In Action



https://www.jlowin.dev/blog/an-intuitive-guide-to-how-llms-work


Coin Flip

Die

Roulette Wheel



Normal Distribution

Conditional Distribution





https://www.youtube.com/watch?v=nPN6OHBIcsc


Diffusion Models



Diffusion Models







State of 
the Art

https://www.youtube.com/watch?v=Gfr50f6ZBvo&t=2257s


Text to Text - ChatGPT



Does that look familiar?



Generating Software



https://chatgpt.com/c/670e6390-5ea4-8011-b6e3-f544dcb747b6




How the pros do it

https://github.com/features/copilot


Turing Test Demo

http://mco.fyi/turing


https://humsci.stanford.edu/feature/study-finds-chatgpts-latest-bot-behaves-humans-only-better


Text to Image - Midjourney

https://www.midjourney.com/


Text to Speech - ElevenLabs

https://elevenlabs.io/app/speech-synthesis/text-to-speech


Text to Music - Google’s MusicFx

https://aitestkitchen.withgoogle.com/tools/music-fx


Text to Audio - NotebookLM

https://notebooklm.google/




Text to Video - Runway

“Make the kid in this photo come 
alive and dance a little dance”

https://app.runwayml.com/


https://www.youtube.com/watch?v=yli8f4ddgRU


Video to Text - Gemini



The Dream: Multimedia to Multimedia





AlphaGo

https://www.youtube.com/watch?v=WXuK6gekU1Y


AlphaZero

https://www.youtube.com/watch?v=7L2sUGcOgh0


AlphaFold

https://www.youtube.com/watch?v=gg7WjuFs8F4


AlphaFold is Open Source

https://github.com/google-deepmind/alphafold

https://github.com/google-deepmind/alphafold


AI Advances in Medicine

• Improved disease screening 
• Enhanced diagnostic imaging 
• Drug discovery and development 
• Medical document transcription 
• Predictive modeling



Unexpected Discoveries



https://erictopol.substack.com/p/patrick-hsu-a-trailblazer-in-digital?utm_source=substack&utm_medium=email#media-743ed1e8-477d-4cb8-8b1e-43be73eda61b


https://news.harvard.edu/gazette/story/2024/09/new-ai-tool-can-diagnose-cancer-guide-treatment-predict-patient-survival/


https://www.youtube.com/@TwoMinutePapers


https://www.stateof.ai/


Using AI Safely

Ethics



“With great power comes great responsibility”



Discussion topic:  
What are some of your concerns about AI?



Here’s my list…

• Privacy & Surveillance 

• Bias & Fairness 

• Misinformation & Disinformation 

• Military use of AI 

• Economic Impact 

• Environmental Impact 

• Copyright Protection



Privacy & Surveillance

• “If you’re not paying for it, you’re the product”. 

• Your AI interactions are being used just like your web searches. 

• How many times have you read the terms & conditions? 

• Facial recognition is widely used in the UK without your consent. 

• Legislators and companies are working on regulation but progress is 
much slower than technological advances. 

• New privacy threats are emerging every day. 

• IMO, companies cannot be trusted to self-govern.



Privacy & Surveillance

https://www.youtube.com/watch?v=bX-Yxy1ESAQ


https://www.youtube.com/watch?v=NXyzpMDtpSE


Bias & Fairness
• This revolution is built by mostly young, college educated, white 

men living in Northern California. 

• ML models are a direct reflection of their training data. 

• AI propagates unconscious bias.

A father and his son are in a car accident. 
The father dies. The son is rushed to the ER.  
The attending surgeon looks at the boy and says,  
“I can't operate on this boy. He's my son!”  
How can this be?



Misinformation & Disinformation

• It’s easier than ever to lie. 

• Deepfakes are a particularly alarming development. 

• This poses serious threats to democracy and is increasingly being 
weaponized. 

• Education is critically important. 

• Can we use AI to counter these threats? 

• Example:  fullfact.org 

• Why are efforts like Full Fact so underfunded?

http://fullfact.org


• AI is being used to process battlefield data, target individuals, and 
make real time decisions. 

• AI is beginning to be used in autonomous weapons. 

• Companies cannot be trusted to self-govern. 

• Example:  Google’s Project Nimbus 

• Somehow doesn’t contradict Google’s AI Principles 

Military Use of AI

https://www.aljazeera.com/news/2024/4/23/what-is-project-nimbus-and-why-are-google-workers-protesting-israel-deal


Employment Impact

• Will most employees become obsolete? 

• Innovation has always done this but AI takes it to a new level. 

• There will undoubtedly be massive job losses, but also many new 
opportunities. 

• Knowing how to leverage AI will be one of those opportunities. 

• Example:  software engineers => systems engineers 

• People will be need to operate at a higher level of abstraction 

“As an employee, you're not paid to 'know x', or 'write programs’,
you're paid to be useful.” - Ian Miell



Environmental Impact

• Carbon footprint of training one deep learning model same as the lifetime emission of 5 cars. 
• Computation required to train the most advanced AI models doubles every 3.4 months. 
• Globally, AI-related infrastructure consumes six times more water than Denmark. 
• Chips that power AI require rare earth elements, mined in environmentally destructive ways. 

https://wapo.st/48aGMzj


Copyright Protection

• How will it work in the AI era?  

• AI companies are getting a free ride. 

• Did you get your ChatGPT royalty check for your blog articles? 

• My opinion: companies should have to license everything they train with.

https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html


AI Regulation

• US:  Blueprint for an AI Bill of Rights 

• EU:  Artificial intelligence act 

NotebookLM:

Both the US and EU are taking steps to regulate AI, albeit with different 
approaches. The US Blueprint focuses on setting ethical guidelines and 
promoting responsible AI development, while the EU AI Act establishes legally 
binding rules with a stronger focus on enforcement. These frameworks highlight 
the growing global recognition of the need to govern AI development and use to 
protect individual rights and ensure its societal benefits are realized.


https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/698792/EPRS_BRI(2021)698792_EN.pdf


 Photo by Mathilda Khoo on Unsplash 

Where is all this going?

The Future

https://unsplash.com/@mcthilda?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash
https://unsplash.com/photos/person-holding-clear-crystal-ball-HLA3TAFQuQs?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash


Discussion:  Four Questions

1. Are language models intelligent? 

2. Can humans be trusted with this tool? How should we manage this 
technology? 

3. Is AI a net good for society? 

4. Are we doomed?



My Answers
1. Are language models intelligent? 

• Yes. These models “understand” things. 
• How do we understand things? 

2. Can humans be trusted with this tool? 
• Clearly not. But stopping the train is unrealistic. 

3. Is AI a net good for society? 
• All tools are neutral. It’s how we use them that matters. 
• Nothing new about humans using tools for bad purposes. 
• We've been on this path for a while (internet, smart phones, social media). 
• The solution to most problems is education. 

4. Are we doomed? 
• Possibly, but given my answer to 1, I’m not sure that’s all bad. :) 
• Geoff Hinton’s view

https://youtu.be/N1TEjTeQeg0?feature=shared&t=1315


- Geoff Hinton

“There are very few examples of more intelligent 
things being controlled by less intelligent things” 



Recommended 
 Listening

https://play.pocketcasts.com/podcasts/061fb4c0-ae77-013c-74fe-027201e7e97f


https://chatgpt.com/share/67121d4b-d5e0-8011-8f19-cc027eeb8fc2


• high level languages 
• portable operating systems 
• Moore’s Law  
• PC proliferation 
• the internet 
• the web 
• smart phones 
• the cloud 
• data science boom 
• ML & AI

Navigating Change



Ok, but how?



Ok, but how?

Be curious



Ok, but how?

Be open to opportunity



Ok, but how?

Be a lifelong learner



Ok, but how?

Be intentional 
(make plans!)

Photo by Glenn Carstens-Peters on Unsplash

https://unsplash.com/@glenncarstenspeters?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash
https://unsplash.com/photos/person-writing-bucket-list-on-book-RLw-UC03Gwc?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash


This is for everyone



Slides

mco.dev/ai

https://mco.dev/ai


Feedback

https://bit.ly/citylit-ai-eval

https://bit.ly/citylit-ai-eval

